Delayed monitoring of accuracy errors compared to commission errors in ACC
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Abstract

Error detection is essential for monitoring performance and preparing subsequent behavioral adjustments, and is associated with specific neural responses in the anterior cingulate cortex (ACC). To investigate whether different brain mechanisms subserve the processing of commission vs. accuracy errors, we recorded EEG in adult participants while they performed a novel speeded GO-NOGO aiming task (“the Shoot-NoShoot paradigm”). Our ERP results show that commission errors (responding during NOGO trials) elicited a classical error-related negativity (ERN) component, followed by an error-related positivity (Pe), as well as a negativity peaking before response onset (pre-ERN). By contrast, spatial accuracy errors elicited a feedback-related negativity (FRN), which correlated with the spatial discrepancy between response and target position across subjects. Fast hits also elicited a pre-ERN but no ERN, suggesting that this pre-response monitoring component might be related to the detection of error likelihood. Although source analysis revealed similar generators in ACC for these different error-related negativities, the respective timing differed, suggesting that commission errors are detected rapidly based on internal motor representations, whereas the detection of accuracy errors in ACC relies on the additional and swift processing of external visual information.
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Introduction

In order to reach goals, humans have to constantly monitor the outcome of their behavior. Accordingly, they have to detect deviations from intended actions and outcomes, which can be due to various types of action errors. If you play dart in the local pub, and your goal is to win, you have to shoot at the right moment (when it is your turn), as well as to concentrate and aim at the center of the dartboard usually providing the highest reward. When the dart hits the board, you can evaluate the outcome of your trial, i.e., how many points you have gained. Obviously, you can fail during different stages of this process, based on different types of errors or noise: if you shoot while someone is passing between you and the dartboard, this can be seen as an error of commission. If you shoot at a good moment, you still can miss the goal, because of erring in accuracy likely resulting from an inappropriate motor planning or command.

The goal of this study was to compare, using scalp EEG measurements in healthy participants, the electrophysiological correlates of these two different error types, commission vs. accuracy errors, which differ from one another with respect to several key aspects: First, commission errors usually reflect an inhibition failure, whereas accuracy errors may be due to sub-optimal action execution or motor planning. Second, commission errors are usually “qualitative” (i.e., all-or-none), whereas accuracy errors are quantitative in nature (i.e., sizable). Third, the detection of commission errors might already occur during motor execution, whereas the detection of accuracy errors is usually based on a rapid evaluation of the outcome (i.e., when directly seeing the position reached on the dartboard and comparing it with the aimed position).

Previous EEG research has already characterized several event related brain potential (ERP) components related to error detection and performance monitoring. The error-related negativity (ERN) is a negative potential with a frontocentral distribution that is elicited within 0–100 ms following the commission of a response error (Dehaene et al., 1994; Falkenstat et al., 1991; Gehring et al., 1993). The feedback related negativity (FRN) is a topographically similar negativity peaking ~150–300 ms following the presentation of a negatively-valenced visual feedback, such as performance feedback indicating an error (Liu et al., 2003; Miltner et al., 1997; Stahl, 2010), or a utilitarian feedback reporting a monetary loss (Gehring and Willoughby, 2002; Hajcak et al., 2006; Nieuwenhuis et al., 2004b; Yu and Zhou, 2006).

Source localization results point to the dorsal anterior cingulate cortex (dACC) as the main generator of both ERN (Dehaene et al., 1994; van Veen and Carter, 2006; Yeung et al., 2004) and FRN (Miltner et al., 1997), and the implication of the dorsal ACC in error detection (and correction) has been confirmed with various neuroimaging techniques, including functional magnetic resonance imaging...
The ERN, which is thought to index an early (perhaps automatic) stage of error detection (Nieuwenhuis et al., 2001), is generally followed by the error positivity (Pe) peaking ~150 ms after an incorrect response over central electrodes (Falkenstein et al., 1991). The Pe has been associated with the conscious detection of an error (Dhar et al., 2011; Ridderinkhof et al., 2009; Steinhauser and Yeung, 2010) and the engagement of remedial actions. Even though these ERP studies provide only indirect evidence regarding the actual involvement of specific brain structures during error monitoring, interestingly, the Pe component was also found to be generated in the ACC, though its sources were usually found either more rostral (Herrmann et al., 2004; Shalgi et al., 2009; van Veen and Carter, 2002), or more caudal (Falkenstein et al., 2000; Vocat et al., 2008), than the generators of the ERN in this medial frontal region.

The reinforcement learning (RL) theory holds that the ERN and FRN indirectly reflect activity of a deep mesencephalic system projecting to the basal ganglia and then the ACC, where these ERP responses are eventually generated (Frank et al., 2005; Holroyd and Coles, 2002; Nieuwenhuis et al., 2004a). According to this model, neurons in the basal ganglia constantly monitor ongoing behavior. Errors, negative feedback, and other worse-than-expected events induce a phasic decrease in the activity of these neurons (see Fiorillo et al., 2003), thereby generating a prediction error signal that is conveyed to the dorsal ACC (which is the putative generator of the ERN or FRN component), leading to adaptive changes in action selection (Rushworth and Behrens, 2008).

A main prediction of the RL theory is that only the earliest predictor of incorrect performance will generate an unequivocal error signal. Hence, an ERN or an FRN component is generated depending respectively on whether internal information (i.e., response) or external information (i.e., feedback) is the “first indicator” of an unfavorable outcome, a hypothesis that has received direct empirical support (Gentsch et al., 2009; Heldmann et al., 2008; Krigolson et al., 2009; Staedtgen et al., 2000; Stahl, 2010). To put it simply, the RL theory predicts that errors which can be detected on the basis of internal (motor) information elicit an ERN following the response but no FRN following the feedback, whereas errors which cannot be detected based on the internal motor command and require the processing of an external signal elicit an FRN following negative performance feedback, but no ERN following the response (Eppinger et al., 2008).

Another ERP component sensitive to errors, the pre-ERN (pre-error negativity), has been described more recently by Ruiz et al. (2009). These authors recorded ERPs in expert pianists while they performed a memorized music piece at fast tempo in the presence vs. absence of auditory feedback. They observed a medial frontocentral negativity that shared the same electrophysiological characteristics as the ERN but occurred 70 ms before a wrong note was played by the pianist. Because pianists anticipated several notes during operating before the onset of this action, here a wrong note hit by the pianist. Although this ERP component has not been interpreted within the framework of the RL theory, the pre-ERN may reflect an error at the level of motor preparation, i.e., a prediction error between the intended motor response and the actual motoric task goal.

To address the question whether the detection of commission errors and accuracy errors share similar brain mechanisms, we designed a novel speeded GO-NOGO aiming task that is suited to elicit and directly compare different types of errors within the same participants, while EEG is concurrently recorded. Participants were instructed and trained to use a light-gun response device to “shoot” as fast and accurately as possible on visual targets appearing at one of eight possible screen locations, while avoiding shooting predefined non targets. In this task, commission errors are due to incorrect responses (i.e., false alarms, FAs), whereas accuracy errors result from inaccurate responses (i.e., missed targets).

To test the predictions derived from the first indicator hypothesis of the RL theory, a visual feedback timingly indicating the spatial position of the response with respect to the stimulus was delivered synchronously with the response. This response feedback is not “evaluative” per se, as the subject needs to perceive that there is either a match or a mismatch between the position of this immediate visual feedback and the target position to eventually infer whether his action is correct or not. A second and informative performance feedback indicating the correctness of the response was provided only 1000 ms after this immediate response feedback. We surmised that for commission errors, an internal representation of the response may be sufficient to detect whether the action is correct or not, such that an ERN (and possibly subsequent Pe as well as antecedent pre-ERN) should be elicited following these commission errors. In this case, the response feedback (i.e., the online display of the spatial position of the gun shot) should not be informative, and no FRN should be elicited, because the feedback provides redundant monitoring information. By contrast, for accuracy errors, the response is presumably not sufficient in itself to assess the correctness of the action. Hence, in this condition (accuracy errors), a FRN component should be elicited as the participant presumably needs to process feedback information in order to detect whether his action is correct or not. In addition, we predicted that the amplitude of this FRN component generated following accuracy errors could actually vary with the magnitude of the perceived discrepancy between the spatial position of the shot on the screen and the location of the actual target (i.e., the larger this spatial deviation, the larger the amplitude of this error-related activity), in keeping with previous ERP results that already reported such parametric association for the ERN component during a simple visuo-motor pointing task (Vocat et al., 2011).

### Material and methods

**Subjects**

Twenty healthy male students from the University of Geneva (mean age 22.8, SD = 4.8 years-old) participated in this study in exchange of 15 CHF payment, plus a bonus depending on performance (accuracy and RT, see Table 1). The average bonus was 7.75 CHF (SD = 2.07, range 4–12). Participants were all right-handed and used their dominant hand to respond. None of them had a history of neurological or psychiatric disorder, and all participants were free of any medication at the time of testing. EEG data from one subject

<table>
<thead>
<tr>
<th>RT (ms)</th>
<th>Amount (CHF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;550</td>
<td>x 0</td>
</tr>
<tr>
<td>450–550</td>
<td>x 1</td>
</tr>
<tr>
<td>350–449</td>
<td>x 2</td>
</tr>
<tr>
<td>250–349</td>
<td>x 3</td>
</tr>
</tbody>
</table>

Note. Participants received a fixed amount (15 CHF show-up fee) plus a bonus which was determined by both accuracy and speed. Performance defined the amount and reaction time a multiplication factor (range 0–20 CHF). For example, an average score = 63% with an average RT = 335 ms resulted in a 6 CHF bonus.
could not be recorded due to technical problems with the EEG amplifier.

**Stimuli and task**

Our task is an adaptation of the standard GO-NOGO paradigm. We used simple color geometric shapes as visual stimuli. For half of the participants, a yellow triangle corresponded to the imperative GO stimulus while a yellow circle and a blue triangle were associated with NOGO responses. Compared to the GO stimulus, the NOGO stimulus had either the same color but a different shape (shape NOGO), or the same shape but a different color (color NOGO), enabling two NOGO types. To control for differences in low-level visual features between the stimuli, the mapping between color/shapes and GO/NOGO was counterbalanced across participants. Hence, for the other half of the participants, the GO stimulus was a blue triangle while the NOGOs were the yellow triangle and blue circle, respectively. Participants were instructed to respond to GO stimuli but to withhold responding to NOGOs. The experiment consisted of 4 blocks of 96 trials each comprising 64 GOs and 32 NOGOs (16 shape-NOGO trials and 16 color-NOGO trials) presented in random order. Subjects responded with a light-gun device similar to those used in a number of video games ([www.hkems.com/product/xbox/LCDTopGun.htm](http://www.hkems.com/product/xbox/LCDTopGun.htm)).

The visual stimulus (either a GO or a NOGO) appeared at one out of eight possible positions around a central fixation cross (Fig. 1).

The eight possible stimulus locations were indicated by squares of 180 × 180 pixels in size and remained on the screen for the duration of a block. These “boxes” were aligned horizontally and vertically and placed at 25%, 50% and 75% of the screen’s width and height, subtending a maximal visual angle of 6.9 × 5.5°. There was no box in the center of the screen (50% on both x and y axis), where the central fixation cross appeared. The geometric shapes were 180 pixels in width and 290 pixels in height and were stretched to fit in the boxes. Stimulus presentation was semi-randomized, such that each stimulus type appeared equally often in each of the eight possible positions. Accordingly, the different trial types were defined as follows: A GO trial was counted as correct (and a NOGO incorrect) if the participant’s response fell inside the square containing the stimulus (even if the response was inside the square but outside the stimulus). Hits were defined as correctly aimed GO trials within the time limit. Correctly aimed GO trials that occurred outside the time limit were counted as RT errors and were not analyzed. Accuracy errors corresponded to gunshots made on GO trials within the time limit but eventually falling outside the relevant box containing the aimed GO stimulus. Commission errors corresponded to accurate gunshots (i.e., reaching the aimed box containing the relevant NOGO stimulus) made on NOGO trials within the time limit. Thus, two different types of error were obtained with this task: commission errors corresponded to trials in which participants responded to a NOGO stimulus (i.e., incorrect decision and action), whereas accuracy errors corresponded to

![Fig. 1. Description of GO and NOGO task trials from the shoot–noshoot paradigm. Note. There is no delay between response and response feedback. ERPs are time-locked to the onset of the response, which coincides with the response “feedback” (i.e., “+” sign indicating the position aimed with the gun on the screen). The performance feedback (i.e., correct or not) is given 1000 ms after the response feedback (ERP data not shown here).](image_url)
trials in which participants responded on a GO stimulus but actually missed the target position (i.e., correct decision to shoot but inappropriate action leading to a missed target). Importantly, for errors of decision, only correctly aimed NOGOs were counted as incorrect. Responded but missed (i.e., inaccurate) NOGOs were counted as correct and were associated with a particular feedback (“CAUTION!”). As it turned out, the number of inaccurate NOGO trials was not sufficient to compute reliable ERP waveforms in this condition for each participant.

A task trial consisted of the following sequence of events (Fig. 1). A central fixation cross (1000–2000 ms) indicated the beginning of a trial. We used a different sign to avoid confusion between fixation (“x”) and online visual feedback of aiming position of the gun on the screen (“+”). Then, the central fixation cross and the feedback of the aiming position disappeared, and the outer border of one of the 8 boxes was thickened (150–250 ms), indicating the position (but not the type) of the forthcoming stimulus (i.e., cueing). Then, a GO or NOGO stimulus was displayed in this (previously highlighted) box until a response was recorded or until the adaptive time limit was reached, except for correct NOGOs (see below). Immediately after the response, the “+” sign appeared again to indicate the position of the shooting response (1000 ms). Hence, as soon as they responded, the exact position of their shot, and thereby the inferred magnitude of any potential accuracy errors, was “quasi immediately” made (implicitly) available to participants. Finally, a performance feedback (1500 ms) indicated whether the response was correct (the box turned green, with the word “CORRECT” displayed in the center of the screen) or incorrect (the box turned red and the word “FALSE” was displayed in the center of the screen), before the fixation cross appeared again, indicating the beginning of the next trial. Correctly aimed GOs (hits) within the time limit and non-responded NOGOs were counted as correct. Missed GOs (accuracy errors), slow GOs, non-responded GOs (RT errors), and correctly aimed NOGOs (commission errors), were classified as incorrect. Other feedback displays were used when subjects were too slow on GO trials (the box turned orange and the text “TOO SLOW!” was displayed in the center of the screen) or when they responded but missed a NOGO (the box turned orange and the text “CAUTION!” was displayed in the center of the screen).

We used two different procedures to increase error commission. To increase the number of accuracy errors, the “+” sign showing the aimed position on the screen was shown only between but not during trials (Fig. 1). To increase the number of commission errors, we introduced time pressure using an adaptive time limit for the duration of the stimuli and thus the recording of participant’s responses. This adaptive time limit concerned GO trials only, all NOGO stimuli were displayed for 1000 ms, except for commission error trials. The duration of the GO stimuli was adapted on each trial according to performance (i.e., accuracy and speed). At the beginning of each block, the limit was set at 1000 ms. After each correct speeded GO response, a new limit for the subsequent trial was set to the average between the previous limit and the current reaction time (RT). By contrast, the limit was increased by 50 ms after each slow or non-responded GO, whereas it remained unchanged after each correct NOGO.

The participant’s cumulative performance (percent correct responses) was continuously monitored and displayed at the bottom of the screen. For each block, performance started at 100% and decreased after each incorrect response (i.e., accuracy errors, commission errors, slow GOs and non-responded GOs). Conversely, cumulative performance increased (until 100%) after each correct response (i.e., hits, unresponded NOGOs and inaccurate NOGO responses). At the end of each block, participants received a detailed feedback of their average performance (accuracy and speed) for the whole block, as well as the RT for their best correct GO trial during this block.

To further increase their motivation and involvement, participants were informed that, in addition to the 15 CHF payment for their participation, they would receive an additional bonus which would depend on their best block performance using the payoff schedule as shown in Table 1. Average accuracy (percent correct responses) defined the amount of the bonus, whereas average speed (RT) determined a multiplication factor. The final bonus corresponded to the product of these two values. In addition to increasing participants’ involvement in the task, this procedure ensured that errors were motivationally relevant and emphasis was placed on both accuracy and speed.

Before performing the task while recording EEG, participants went through two training sessions. During the first training session, an online feedback indicated participant’s aiming position throughout the trial. As soon as participants reached 75% correct responses, the second training session began. This second session was similar to the first one, with the exception that the online visual feedback indicating the current aiming position (“+”) was visible only during fixation and after a response had been made (as done during the main EEG experiment).

EEG recording and processing

Subjects sat in a dimly lit sound-attenuated cabin, in front of a computer screen placed at a viewing distance of about 250 cm. In order to minimize movements and fatigue, participants were requested to keep their arms resting on a small table adjusted to their size (Fig. 2). The electroencephalogram (EEG) was continuously recorded at 2048 Hz with 64-channel (pin-type) Biosemi Active Two system (http://www.biosemi.com) referenced to the CMS-DRL ground (driving the average potential across the montage as close as possible to the amplifier zero). Details of this circuitry can be found on the Biosemi website (http://www.biosemi.com/faq/cms and http://www.drl1.htm). The 64 electrodes were evenly distributed over the scalp using an elastic cap, according to the extended 10–20 EEG system. ERPs of interest were computed offline following a standard sequence of data transformation (Picton et al., 2000): (1) common average reference, (2) ocular correction for blinks (Gratton et al., 1983) using the electrode FP1, (3) −500/+500 ms epoching around the onset of the motor response (i.e., pressing on the trigger of the gun), (4) baseline correction (using the entire pre-response interval), (5) artifact rejection (average threshold 114.45, SD = 53.54 μV across participants), (6) averaging for each of the experimental conditions (hits, accuracy errors and commission errors, shape and color collapsed), and (7) 1–30 Hz digital filtering of the individual average data. Following this procedure, the mean number of trials per participant included in the ERP data was 125 (SD = 17, range 99–153) for hits, 45 (SD = 20, range 17–87) for accuracy errors, and 23 (SD = 12, range 8–49) for commission errors. Finally, subtraction waveforms were computed for each participant by removing...
correct trials ERP activities from error trials ERP activities, separately for accuracy errors vs. commission errors. This allowed us to (i) control for differences due to other processes than cognitive control or error monitoring (e.g. unpecific visual or motor effects), and (ii) determine the time windows of interest for further statistical analyses. Moreover, the pre-ERN, ERN and FRN components became more apparent when computing difference waveforms, although the pre-ERN may not be as sharp or phasic as the ERN or FRN component (e.g., Eichele et al., 2010). Importantly, statistical analyses were not run on amplitude values extracted from these difference waveforms, but instead, on the mean amplitudes of the individual averages before subtraction. While the ERN may be measured reliably using peak detection on the grand average ERPs, the pre-ERN and FRN have a more complex morphology, and have often been seen as a relative negative deflection arising from a larger positive deflection. Therefore, the pre-ERN and FRN can be better identified using (error-minus-correct) difference waveforms, and accordingly they are also usually better characterized by mean amplitude measures. Thus, for each of these three ERP components (pre-ERN, ERN, Pe and FRN), we used a systematic and conservative data analysis based on mean amplitude measurements performed on the individual ERP averages, once the exact electrophysiological properties of these three consecutive action monitoring deflections (amplitude, latency and topography) had already been clarified using grand average difference waveforms. Moreover, the use of mean amplitude measures for the pre-ERN, ERN, Pe and FRN is also compatible with previous ERP studies (e.g. Dhar and Pourtois, 2011; Potts et al., 2010; Ridderinkhof et al., 2003; Ruiz et al., 2009; San Martin et al., 2010; Yu and Zhou, 2009). We first used the difference waves to define 4 time windows of interest, corresponding to the typical latencies reported for the pre-ERN, ERN, Pe and FRN components: −200 to −50 ms; 0 to 100 ms; 100 to 250 ms and 150 to 350 ms relative to onset of the motor response. Consistent with previous studies focused on these error-related ERP components (Overbeek et al., 2005; Vocat et al., 2011), we primarily focused on the electrode FCz, where these components were found to be maximal (see topographic maps in Fig. 5B). We first searched for the latency of maximum amplitude (either negative or positive depending on the component of interest) at electrode FCz during each time interval, for each condition and each subject separately, using the difference waveforms. Then we calculated the mean amplitude of the individual averages (not difference waves) in a 20 ms time-window centered on each maximum or minimum, using the peak latencies from the grand average error-minus-correct difference waveforms. Thus, the difference waveforms were primarily used to determine the time windows for mean amplitude measurements in the individual averages, but the statistical analyses were conducted on mean amplitudes extracted from the individual average ERPs (i.e., not from the difference waveforms), following standard practice (Falkenstien et al., 2000).

Because the “+” sign (indicating the position aimed with the gun on the screen) was displayed again immediately following motor response, these ERP components (pre-ERN, ERN, Pe and FRN) likely reflected a combination of internal and external monitoring processes. More specifically, the FRN component found here was not elicited by the explicit visual performance feedback (given only 1000 ms following motor response), but by the spatial position sign, presented roughly at the same time as the response. Thus, the FRN may not correspond to a genuine feedback-related component. However, its polarity, latency, topography and sources were compatible with an FRN component (Miltner et al., 1997).

To clarify the functional significance of the pre-ERN that we observed on FAs, we computed additional analyses comparing ERP amplitudes for fast vs. slow hits. The average number of trials included in the ERP data was 38 (SD = 29, range 16–53) for fast hits, and 101 (SD = 30, range 11–63) for slow hits. We then tested whether mean ERP amplitudes to hits, commission errors, accuracy errors, fast hits and slow hits differed within the different time windows corresponding to the pre-ERN, ERN, Pe and FRN using a repeated-measures ANOVA, with the within-subject factors response type (commission error, accuracy error, fast hit, slow hit) and component (pre-ERN, ERN, Pe and FRN). A Greenhouse–Geisser correction was applied to control for nonsphericity in the data. Post-hoc Tukey tests were finally performed, with a significance threshold set to p < .05.

Source analysis

Source localization was performed using the Brain Electrical Source Analysis program (BESA®, Version 5.3). To control for differences due to other processes than cognitive control or error monitoring (e.g. unpecific visual or motor effects), source localization analysis was carried out on the error-minus-correct difference waveforms. This method allows to estimate inverse solutions for action monitoring potentials, when unwanted activities (i.e., the motor execution stage involving motor cortex regions and the feedback processing stage involving visual cortex regions) common to all conditions have been removed from the analysis and hence do not strongly bias the outcome in any direction (either motor or visual cortex; see Yeung et al., 2004; Vocat et al., 2008; Koban et al., 2010 for similar approaches). We used a standard four-shell ellipsoidal head model approximation (Scherg, 1990) registered to human brain atlas of Talairach & Tournoux (Talairach and Tournoux, 1988), that has already been used in previous error monitoring ERP studies (Dehaene et al., 1994; Herrmann et al., 2004; O’connell et al., 2007, 2009; Vocat et al., 2008). Similar to ERP mean amplitudes measures, we used time windows of −10 to +10 ms around each peak for dipole analysis. We first ran a principal component analysis of activity in each time window to estimate the minimum number of sources (objective criterion: ≥ 98% explained variance). We then used a generic algorithm to fit the dipoles, with no restriction to their direction or location.

Results

Behavior

On average, participants made 53% (SD = 6) hits with an average RT of 260 ms (SD = 38). The proportion of commission errors and accuracy errors was 20% (SD = 10) and 19% (SD = 8), respectively, a difference that did not reach statistical significance, T(15) = .132, p = .926. RTs for hits, for commission and accuracy errors as well as for hits preceding and following these three types of trials are shown in Fig. 3. Participants were significantly faster on commission errors (216 ms, SD = 37) compared to both hits and accuracy errors (263 ms, SD = 41). T(15) = 8.02, Ps < .001, but there was no significant RT difference between hits and accuracy errors, T = .926, p = .368. We found a significant post-error slowing (Rabbitt, 1966) after accuracy errors but not after commission errors. The RT was increased for hits following accuracy errors (266 ms, SD = 39) compared to hits following another hit (252 ms, SD = 40), T = −3.02, p = .008, and for hits following an accuracy error compared to hits following a commission error (250 ms, SD = 44), T = 2.17, p = .046. However, there was no significant RT difference for hits immediately following a commission error, as compared with hits that were immediately preceded by another hit, T = .434, p = .67.

Analysis of pre-error trials showed evidence for pre-error speeding before commission errors but not before accuracy errors. The RT was reduced for hits preceding a commission error (236 ms, SD = 43), as compared to hits preceding another hit (270 ms, SD = 39), T = 6.17, p < .001, and for hits preceding a commission error compared to hits preceding an accuracy error (270 ms, SD = 34), T = 6.65, p < .001. There was no difference in RT between
Mean amplitudes of the different ERP components in the different experimental conditions are summarized in Table 2. A multivariate repeated-measures ANOVA with response type (fast hit, slow hit, commission error, accuracy error) and component (pre-ERN, ERN, Pe and FRN) as factors disclosed significant main effects of component, $F(2,0.25.6) = 16.66, p < .001, \eta^2 = .66, \xi^2 = .56$, and of response type, $F(2.7,34.6) = 3.12, p = .043, \eta^2 = .19$, as well as a significant response type X component interaction, $F(4.1,53.1) = 16.18, p < .001, \eta^2 = .45, \xi^2 = .55$. Follow-up repeated-measures ANOVAs were carried out to further investigate the differential effects of response type on the amplitude of the ERP signal, separately for the pre-ERN, ERN, Pe and FRN. Effect of response type was significant for all four components, pre-ERN: $F(1.9,24.4) = 9.26, p < .001, \eta^2 = .62, \xi^2 = .43$; ERN: $F(1.6,20.5) = 9.10, p = .002, \eta^2 = .52, \xi^2 = .41$; Pe: $F(2.0,26.3) = 16.33, p < .001, \eta^2 = .56$ and FRN: $F(4,52) = 19.68, p < .001, \eta^2 = .75$. 

Post-hoc Tukey tests confirmed that the pre-ERN was enhanced in amplitude for commission errors compared to accuracy errors, $p = .05$, and for fast hits compared to accuracy errors, $p = .01$, but there was no significant pre-ERN amplitude difference between commission errors and fast hits, and between accuracy errors and slow hits, all $Ps > .99$. The pre-ERN was also enhanced for fast hits compared to slow hits, $p = .04$, and there was a trend in the same direction for commission errors compared to slow hits, $p = .13$.

The ERN was larger in amplitude for commission errors compared to all other response types, all $Ps < .02$, but none of the other pairwise comparisons reached statistical significance, all $Ps > .99$. Effects of response type on the Pe component were similar to those on the ERN component. The Pe had a larger amplitude for commission errors compared to all other response types, all $Ps < .004$ and there was no other significant difference, all $Ps > .46$.

Unlike the ERN and Pe, FRN amplitude was increased for accuracy errors in comparison to all three other response types, all $Ps < .03$. No other pairwise comparison was significant, all $Ps > .24$.

In sum, these results confirmed a dissociation between the monitoring of commission errors and accuracy errors. Whereas commission errors clearly elicited a pre-ERN, an ERN and a Pe component, accuracy errors elicited only a FRN component. These results also showed that fast hits also elicited a pre-ERN component, but no ERN, no Pe and no FRN component, suggesting that the pre-ERN may somehow be related to fast responding.

Because it occurred before the response (thus in the baseline period) and on trials with the fastest RT, we carried a series of control analysis on the pre-ERN, which aimed at better clarifying its actual functional significance (see Supplementary material S1). A potential problem arises from the possible component overlap of the pre-ERN with stimulus locked ERPs, including the P1 related to visual processing and the N2 related to conflict processing or inhibition (Botvinick, 2007; Folstein and Van Petten, 2008; van Veen and Carter, 2002). However, a direct influence of the NOGO N2
component on the pre-ERN appears unlikely, for the following reasons: First, the latency of the pre-ERN component relative to stimulus onset was around 126 ms on average, which does not correspond to the mean latency of the N2 component, typically peaking 200 ms post-stimulus onset (Folstein and Van Petten, 2008). Second and more importantly, the N2 is usually observed on NOGO-, or high-conflict-trials, where enhanced cognitive control is required (Botvinick, 2007; Van Veen and Carter, 2002). In our results, the pre-ERN was observed not only for commission errors, but also for fast hits (thus following correct GO trials).

We performed additional control analyses to ascertain that the pre-ERN component was not accounted for by a component overlap, including the stimulus-locked P1. First, we performed a control analysis of response-locked ERPs using a pre-stimulus (instead of pre-response) baseline interval (see Fig. S1 from supplementary material). This analysis yielded similar results: the pre-ERN was significantly larger for commission errors relative to both hits and accuracy errors, suggesting that the pre-ERN is not simply a result of the use of a standard pre-response baseline to correct response-locked ERP waveforms.

Second, to explore the potential contribution of stimulus-locked ERP components to the pre-ERN, we analyzed and compared stimulus-locked ERPs at electrodes FCz and Oz (Figs. S2 and S3 in supplementary material). This control analysis showed that the pre-ERN was significantly larger for commission errors relative to both hits and accuracy errors, suggesting that the pre-ERN is not simply a result of the use of a standard pre-response baseline to correct response-locked ERP waveforms.

Table 2
Mean (SD) amplitudes of ERP components in the different conditions.

<table>
<thead>
<tr>
<th>Component</th>
<th>Commission error</th>
<th>Accuracy error</th>
<th>Fast hit</th>
<th>Slow hit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-ERN</td>
<td>0.25 (1.62)</td>
<td>−1.78 (2.08)</td>
<td>−1.84 (2.09)</td>
<td>−0.24 (1.28)</td>
</tr>
<tr>
<td>ERN</td>
<td>−0.5 (2.09)</td>
<td>−2.79 (2.01)</td>
<td>−0.39 (2.17)</td>
<td>−0.8 (1.67)</td>
</tr>
<tr>
<td>Pe</td>
<td>0.54 (3.02)</td>
<td>2.83 (1.99)</td>
<td>0.41 (2.09)</td>
<td>−0.73 (1.77)</td>
</tr>
<tr>
<td>FRN</td>
<td>−0.78 (2.13)</td>
<td>3.94 (3.35)</td>
<td>1.69 (1.54)</td>
<td>2.29 (1.99)</td>
</tr>
</tbody>
</table>

Fig. 5. Error-minus-correct difference ERP waveforms at electrode FCz (A); peak latency, scalp topographies and sources localization for each component (B).
Third, in order to bring additional evidence for the involvement of the pre-ERN in anticipated responding, we divided hits (i.e., correctly aimed GO trials within the time limit) into four bins based on individuals’ speed/RT and examined the impact of this variable on the amplitude of the pre-ERN component (see Figs. S4 and S5 in supplementary material). Repeated measures ANOVAs revealed that speed had a significant (linear) effect on the amplitude of the pre-ERN at FCz (i.e., larger pre-ERN for fast compared to slow RTs), but not at Oz, which is consistent with the interpretation that this pre-response component is somehow related to the monitoring of error likelihood based on the perceived speed (i.e., error likelihood presumably increases when RTs decrease). The lack of any significant amplitude modulation of the pre-ERN at electrode Oz by RT further suggests that this effect likely originated from frontal or central/cingulate brain regions (most likely performance monitoring processes within the medial frontal cortex/rostral cingulate zone or RCZ, as our source localization results confirmed, see here below), but did not merely index differential stimulus processing across conditions (commission errors vs. accuracy errors).

Fourth, to further examine whether a differential overlap between stimulus-locked and response-locked activities (due to RT differences between conditions) alone could account for the pre-ERN findings, we ran another control analysis on response-locked ERPs for the three conditions of interest (commission errors, accuracy errors and hits), computed for a subset of trials carefully matched in RT (Fig. S6 in supplementary material). This control analysis confirmed that the pre-ERN component was still visible (though slightly reduced) for commission errors in comparison to hits, when RTs were matched between conditions (hence when neutralizing potential stimulus-locked ERP effects), making it unlikely that the pre-ERN was mainly driven by a differential component overlap across conditions. Altogether, the results of these extensive control analyses suggest that this pre-response ERP component likely reflects error likelihood, being larger for risky (i.e., fast) decisions relative to safer (i.e., slower) perceptual decisions (see also Ruiz et al., 2009).

Finally, we performed an additional correlation analysis to assess whether the amplitude of the FRN might correlate with the magnitude of accuracy errors. For each participant separately, we calculated an average deviation (along the horizontal-x and vertical-y axis) between the position of the target on the screen and the actual position of the gunshot. We then calculated a between-subject rank-order Spearman correlation between this deviation (sum of the deviations on x and y axes) and the amplitude of the FRN generated for accuracy errors. This analysis showed that across participants, the amplitude of the FRN was significantly correlated with this average deviation \((r = -0.57, p = .02)\), indicated by a larger FRN component in participants with larger mean deviations.

**Source analysis**

Source localization results showed that a single source in the ACC (\(x = 3.6; y = -14.4; z = 43.9\)) accounted for more than 88% of the variance of the pre-ERN component (Fig. 5). A model with two non-overlapping generators accounted for more than 90% of the variance of the pre-ERN. One of these dipoles fell in the ACC (\(x = 5.4; y = -1.3; z = 45.8\)) and the other in the right superior temporal gyrus (\(x = -70.2; y = -44.4; z = 7.6\)). A model with two non-overlapping generators accounted for more than 90% of the variance of the ERN (Fig. 5). One of these dipoles fell in the ACC (\(x = -9.4; y = -2.2; z = 39.4\)) and the other in the right inferior temporal gyrus (\(x = 53.4; y = -59.4; z = -17.1\)). A single source in the ACC (\(x = -3.8; y = 6.2; z = 37.0\)) accounted for more than 94% of the variance of the Pe (Fig. 5). Finally, a single source in the ACC (\(x = -11.4; y = -19.5; z = 37.3\) alike accounted for more than 90% of the variance of the FRN component (Fig. 5).

**Discussion**

The goal of this study was to compare the electrophysiological correlates of commission vs. accuracy errors in the same participants during a newly developed spatial GO-NOGO aiming task providing increased ecological validity. Participants made false alarms (i.e., commission errors) or performed gunshots that turned out to be spatially inaccurate relative to the position of the target (i.e., accuracy errors). Hence, the asset of this new “Shoot-NoShoot” paradigm is that the neural processing of these two types of errors could directly be compared using EEG measurements.

Using this new task, we show that commission and accuracy errors differ on various dimensions: First, behavioral results show the classical phenomenon of either pre-error speeding or post-error slowing, depending on the error type (Allain et al., 2009; Danielmeier and Ullsperger, 2011; Rabbit, 1966). Commission errors were associated with pre-error speeding selectively, while post-error slowing was found for accuracy errors only. This dissociation confirmed that these two error types likely have different causes and consequences. Commission errors are probably caused by reduced cognitive or attentional control, and the consequent failure to inhibit a prepotent response (Britz and Michel, 2010; Pourtois, 2011). The use of an individually calibrated and adaptive response deadline as well as of a payoff schedule emphasizing both speed and accuracy may have exacerbated this speeding effect, and in turn the generation of a pre-ERN component, as we discuss below. Interestingly, the observation that accuracy errors, but not commission errors, led to a systematic post-error slowing suggests that these errors have different consequences for attention orienting (Notebaert et al., 2009) and/or cognitive control mechanisms (Botvinick et al., 2001). However, the fact that post-error slowing is often observed following commission errors in STOP tasks and GO/NOGO tasks (i.e., leading to inhibition failures), whereas pre-error speeding is typically found for interference tasks producing choice errors (Simon, Stroop or Flanker tasks), suggests that the dissociation found here between the two types of errors may actually be limited to the current paradigm. Future studies are needed to establish whether a similar dissociation can be evidenced using other tasks, which can also provide a direct comparison of different error types using a within-subject design, as in the present case.

The second major difference between these two error types was found at the electrophysiological level. Commission errors elicited a clear ERN/Pe complex immediately following response onset, with typical frontocentral topography and putative sources in the dACC, replicating previous ERP results (Dehaene et al., 1994; Falkenstein et al., 1991; Gehring et al., 1993; van Veen and Carter, 2006; Yeung et al., 2004). Unlike commission errors, accuracy errors were associated with the generation of a much later frontocentral negativity around 230 ms, which shared many electrophysiological properties with the FRN component, as previously described in the literature (Gehring and Willoughby, 2002; Hajcak et al., 2005; Miltner et al., 1997; Nieuwenhuis et al., 2004a, 2004b; Staedtgen et al., 2000). In our task, participants were shown the actual location on the screen of the aiming position, immediately after they pulled the trigger. This visual “feedback”, synchronized with the motor response (i.e., release of the gun’s trigger), timely informed them about the accuracy of their gunshot and thereby (indirectly) on the (spatial) discrepancy of their response. Contrary to commission errors (which can be assimilated to errors of choice, see Falkenstein et al., 2000), where the decision itself was erroneous and detected as such presumably on the basis of an internal motor representation, accuracy errors resulted from a correct decision, but the actual action execution turned out to be worse than expected, requiring extra processing time to detect these errors. We surmise that if accuracy errors would correspond to errors of choice, then their neural correlates and electrophysiological time-course would have been more comparable to commission.
errors, in line with the predictions of Falkenstein et al. (2000). However, another remarkable difference between the two error types is the absence of a Pe component for accuracy errors, relative to commission errors, such that even if accuracy errors would result from erroneous choices, it is striking that no Pe component was nevertheless generated in this condition. In this condition, participants could presumably not rely on an internal motor representation only, but instead, they had to rapidly process the visual feedback information in such a way to infer whether their gunshot was successful or not. This observation is consistent with the first indicator hypothesis of the RL theory (Holroyd and Coles, 2002; Nieuwenhuis et al., 2004a, 2004b), showing that rapid activation of a prediction error signal depends upon the type of errors made by the participants. Because commission errors can be detected on a first indicator made readily accessible through the internal monitoring of motor representations, the detection of accuracy errors is likely based on the rapid monitoring of external feedback information (Gentsch et al., 2009; Heldmann et al., 2008; Vocat et al., 2011). The selectivity of a Pe effect for commission errors might also hint at differences in error evaluation, and in subsequent adjustments in cognitive control, which might be more needed following failures of response inhibition (i.e., Commission errors).

The third difference between commission and accuracy errors is their absolute vs. relative nature: commission errors are qualitatively wrong decisions, whereas accuracy errors are relative, depending on the amount of deviation. Our results show that the neural mechanisms underlying error detection are not only sensitive to the occurrence of an error, but they might also be sensitive to the magnitude of these failures. The amplitude of the FRN following accuracy errors correlated negatively with the spatial discrepancy between the target and the actual location of the gunshot across subjects. This suggests that participants who were less accurate showed a larger FRN to accuracy errors, an observation that is consistent with the idea that this ERP component is modulated by the magnitude of (spatial) errors. Bernstein et al. (1995) already provided evidence for a parametric scaling of the amplitude of the ERN with the degree of error (see also Vocat et al., 2011). To the best of our knowledge, our study provides however the first evidence for a similar modulation of the FRN (hence not the ERN) with individual differences in spatial error magnitude. However, because our design only allowed us to compute this correlation across and not within subjects, further studies are needed to determine whether the FRN is also modulated in a similar way within subjects (across trials), and hence parametrically encodes the perceived severity of errors. Such a quantitative coding of the magnitude of an error would be consistent with a fine-tuned prediction error coding system (Fiorillo et al., 2003; Potts et al., 2010; Yasuda et al., 2004) and may depend on flexible reinforcement learning brain mechanisms (Holroyd et al., 2002; Nieuwenhuis et al., 2004a).

Another difference between commission errors and accuracy errors concerned the pre-ERN component, a frontocentral negativity occurring about 90 ms prior to the response and reflecting activity of the ACC as well, although being specific to commission errors. Because the pre-ERN preceded the response (and thus occurred during the pre-response baseline period) and was found only for trials with the fastest RTs, we conducted a series of additional control ERP analyses on these data in order to clarify the functional meaning of this (premotor) component (see Supplementary material S1). These analyses included (i) response-locked ERPs computed with a pre-stimulus (instead of pre-response) baseline, (ii) stimulus-locked ERPs, (iii) response-locked ERPs for hits binned into 4 categories according to individual speed/RT, and (iv) response-locked ERPs for a subset of accuracy errors and hits that were carefully matched in speed (RT) with commission errors. Overall, these additional control analyses did not challenge our main interpretation that the pre-ERN reflects increased error-likelihood due to anticipated responding. They further suggest that (i) the pre-ERN component is not an artifact of the pre-response baseline, and that (ii) even though stimulus-locked activities may contribute to the pre-ERN (in line with our source localization results), differences in stimulus processing alone cannot account entirely for the amplitude variations found at the level of the pre-ERN component. (iii) Consistent with this view, we found a significant linear increase in pre-ERN amplitude with decreasing RT at Fz but not at Oz. This was further confirmed by our analysis of RT matched trials which also showed a significant (though reduced) pre-ERN component for commission errors compared to hits. Overall, these auxiliary analyses lent support to the notion that the pre-ERN is somehow related to the monitoring of error likelihood based on the perceived speed (i.e., error likelihood presumably increases when RTs decrease). Finally, despite a systematic and stable delay (mean = 13 ms, SD = 4) in the recording of the response by the light-gun shooting device by the EEG system (see Supplementary material S1), it appears improbable that pre-ERN solely results from any jitter in the recording of the response.

A similar pre-response ERN has been described previously by Ruiz and colleagues (2009). These authors recorded ERPs in expert pianists while they played memorized music pieces at a fast tempo in presence vs. absence of auditory feedback. They found a frontocentral negativity 70 ms prior to response errors (i.e., hitting the wrong key on the piano), with underlying cortical sources in the ACC, and interpreted this component as indicating an error signal of the self-monitoring system (Ruiz et al., 2008). In our spatial GO/NO-GO aiming task, the pre-ERN might reflect the detection of a fast, risky and thus potentially erroneous intention to shoot, and the associated increase in error likelihood (Brown and Braver, 2007). This increased error likelihood could result from reduced cognitive or attentional control due to anticipated and very fast responding, for example if the decision to shoot was made before enough perceptual evidence had accumulated. The ventral striatum and orbitofrontal cortex convey important evaluative signals about upcoming events, such as the expected reward and risk (Preuschoff et al., 2006; Schultz et al., 2008). Accordingly, interactions between the ACC and these additional structures could be involved in the generation of the pre-ERN, although further imaging work is needed to corroborate this prediction.

Further evidence that the pre-ERN reflects enhanced risk-related error likelihood is brought by the finding that fast hits also elicited a reliable pre-ERN, though no ERN, because these trials are associated with increased error likelihood but no error commission. Previous research already suggested a role for the ERN, and more generally the dACC, in error likelihood prediction (Brown and Braver, 2005; Potts et al., 2010) and risk prediction (Brown and Braver, 2007) as well as risk taking (Hewig et al., 2007, 2009; Polezzi et al., 2009; Yu and Zhou, 2009), but see Nieuwenhuis et al. (2007), Aarts et al. (2008), and Yeung and Nieuwenhuis (2009), for opposite evidence regarding this error-likelihood hypothesis. In these studies, risk is generally defined as an increased likelihood to obtain a negative compared to positive outcome. This applies to both utilitarian outcomes (e.g., negative reward in gambling tasks) and performance outcomes (e.g., erroneous responses and feedbacks). Our ERP results suggest that this notion could be extended to action monitoring effects taking place before the onset of the response, e.g. at the level of the pre-ERN.

In our study, error-likelihood or risk may arise from a conflict between (imperfect) stimulus processing and (premature) action preparation, which may result in anticipated responding (i.e., response preparation despite incomplete information processing). The finding that the pre-ERN is caused by anticipated responding (and the ERN by commission errors) is thus consistent with an interpretation of these components in terms of conflict-monitoring. In this framework, both a pre-ERN and ERN component are generated for NOGO trials because of fast/anticipated responding (probably due to incomplete stimulus processing) and post-action error detection mechanisms, respectively. Likewise, fast hits on GO trials are associated with a pre-
ERN component (i.e., anticipated responding) but no ERN because the actual outcome of the action can still be evaluated as either a hit or a miss (or a RT error). This post-action evaluation process necessarily relies on additional processing of the visual feedback that was shown almost simultaneously with the response. In case of inaccurate actions on GO trials (i.e., mislocalized shooting), an FRN was thus generated. However, further research is needed to examine whether the pre-ERN reflects the risky intention itself (conflict between stimulus processing and response), or the perceived increase in error likelihood and/or error anticipation following an uncertain intention.

Despite these differences in behavioral effects and electrophysiological correlates of commission vs. accuracy errors, our new EEG results also point at likely converging processing of these two different error types, as well as for the pre-response detection of increased error likelihood (see pre-ERN results). In line with most previous studies using dipole or distributed source localization approaches (e.g., Dhar et al., 2011; Gehring and Willoughby, 2002; Gehring et al., 1993; Herrmann et al., 2004; Koban et al., 2010; Vocat et al., 2008), we found sources in the dACC for the pre-ERN, the ERN, Pe, and the FRN component, supporting claims that these different components may all reflect shared reward prediction error signals (Holroyd and Coles, 2002) or alternatively, conflict detection mechanisms (Botvinick, 2007; Botvinick et al., 2001). However, it is also plausible that they reflect the contribution of dACC within distinct functional networks activated at non-overlapping latencies before and following motor response (Mathalon et al., 2003). Given that the dACC has massive reciprocal connections with cognitive, affective and motor systems, both at the cortical and subcortical levels (Margulies et al., 2007; Vogt et al., 1995), several neural circuits may contribute differentially to these error-related activities primarily generated within the dACC. In particular, the (post-response) ERN and the FRN are thought to reflect activity of a performance monitoring system comprising the dorsal ACC and the amygdala (Pourtois et al., 2010), as well as motor system (Yordanova et al., 2004). In the case of the ERN, the dACC may rely mainly on inputs from systems involved in motor preparation and representation, whereas the FRN may be associated with greater connectivity of the dACC with sensory systems conveying the external information used for outcome evaluation. By contrast, if the pre-ERN reflects an evaluation of error likelihood or risk taking, it is likely to be generated in a neural circuit comprising the pre-SMA, orbitofrontal cortex, ventral striatum and insula, where expectations and intentions are generated (Haynes et al., 2007; Lau et al., 2004; Preusshoff et al., 2008; Rushworth, 2008; Walton et al., 2004). Finally, the Pe component might reflect the activation of the dACC operating in concert with the insula, in such a way to enable the rapid conscious detection of response errors based on bodily or interoceptive signals (Dhar et al., 2011; Ullsperger et al., 2010). Future studies could use functional connectivity analyses of high density EEG and functional MRI data to assess what are the different inputs to dACC which contribute to eliciting similar prediction error signals at distinct processing stages during action and error monitoring.

Although the localization of these sources may appear slightly more posterior compared to previous fMRI or animal studies, these inverse solutions were actually very similar (cf. RZ) to those reported in previous EEG studies which used Go/NoGo tasks, the same head model and the same source localization algorithm (Koban et al., 2010; Vocat et al., 2008, 2011). Moreover, this region of the posterior medial frontal cortex (as evidenced with our source localization method) is also usually found in previous imaging studies focused on performance monitoring brain processes (Klein et al., 2007). However, some caution is needed when interpreting the present source localization results, based on dipole modeling. This method was primarily used as an indirect confirmatory analysis for the likely involvement of generic error monitoring brain systems involving the medial frontal cortex/RCZ in our study, whose latency mainly depends on the type of error being made. More generally, these source localization results appear consistent with earlier reports on error monitoring brain processes based on grand-average ERP data, as opposed to difference waveforms (e.g., Dhar et al., 2011; Herrmann et al., 2004).

To the best of our knowledge, our study is the first to investigate error monitoring using a novel light-gun response device, which provides enhanced ecological validity and kept the experiment engaging for participants. Moreover, our Shoot/NoShoot paradigm enabled a within-subject comparison between two different types of response errors, commission and accuracy errors, with different electrophysiological responses. Our ERP results show a clear dissociation between the two types of errors. Commission errors, result from an erroneous decision likely due to anticipated responding and elicited a pre-ERN, an ERN and a Pe time-locked to the response. Conversely, accuracy errors likely result from an incorrect action, elicited a FRN following response feedback (i.e., not following performance feedback) but no pre-ERN, ERN or Pe. Accordingly, these ERP components may thus reflect the activity of a generic error monitoring brain system in RCZ, which may generate a prediction error signal at different stages of action monitoring (e.g. planning and realization). As such, these new results bring a novel contribution to our understanding of brain processes involved in the swift detection of response errors or action failures, while being consistent with the dominant theoretical framework put forward in the cognitive neuroscience literature to account for our remarkable ability to exert control during action monitoring and eventually yield the rapid detection of unfavorable outcomes.

Supplementary materials related to this article can be found online at doi:10.1016/j.neuroimage.2012.02.010.
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